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“... then you learn that formulation can be 
understood as the linearisation of 

information, whereby complex relationships 
must be broken down into the succession of 

a linguistic string. This model is important 
for understanding how to ‘pack’ knowledge 
into a text so that it can be translated back 

into a complex context by others. Texts can 
be understood as vessels for knowledge, 

and each type of text contains different 
types of knowledge.” [1] 

 

 

 

 

 

Abstract 

If we were to name some virtues of a 
scientific text, we would surely mention 
that the text should be: 

– concise, logical 

– plain, linear 

– simple, if possible 

But what if linear text is not adequate? 
Different forms of knowledge transfer 
make use of graphic elements, such as 
diagrams or illustrations. In this paper, 
we will explore the metaphor of an 
exhibition as a non-linear figure in 
writing. 

 

1. Experiences in Research 
Versus Writing Things Down  
As design researchers, the exploration 
during the research process differs 
considerably from the subsequent way 
of writing down and visualizing what 
was found. The richness of a 
multisensory experience is hard to 
directly translate into words and a linear 
order. Also, to describe such an 
experience, one must bring 
simultaneous sensory perceptions into 
an as-if chronological order. For our 
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latest book about the role of tacit 
knowledge in design, a representation 
of the research in form of a written 
exhibition seemed adequate. This 
talk/paper will explore how it is possible 
to arrange lateral thinking processes 
and explore them scientifically in an 
adequate way. As an example, writing 
an exhibition can enhance a scientific 
text with alternative structures, spatial 
logics and enable a multidirectional way 
of approaching a certain topic. 

 
Picture 1: Observe, Analyse, Rearrange 

 

2. Description and Display as Part 
of the Research Process 
During the exploration phase of a 
research process, we collect notes, 
impressions and document situations 
en masse.  

 
Picture 2: Collect + Arrange, Rearrange 

From our perspective as designers, 
linearity plays a subordinate role in 
collecting ideas. Step by step sketches 
and notes turn into clusters and mind 
maps – no linear order will naturally 
emerge or can be found at a certain 
point in the investigation itself. But no 
matter how hard you try, no structure 
will emerge by itself, bringing a linearity 
to lateral thoughts demands a certain 
poetic. What would come out of it if one 
tried to make this "weakness" a subject 
in itself? How can text or scientific 
graphics be arranged in such a way that 
it gives space to the structures that do 
not follow the linear arrangement we 
are so used to in reading and writing, in 
text? 

The way we explain information should 
correlate closely with the way we 
explain it. Connected information, 
presented visually is an instinctive way 
of handling this problem. Several 
means are common to display 
information in a non-linear way, here 5 
examples: 
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Maps 

Maps help visualize the relation 
between elements, whenever shapes or 
distances are to be emphasized, maps 
are a way of depicting it.  

 
Picture 3: Map of an Event Site 

 

Diagrams 

Diagrams are pictorial, abstract 
representations of information, a 
portrayal of the matter or concept they 
represent, often using geometric 
shapes. 

 
Picture 4: Diagram of a Design Process 

 

 

 

 

Charts 

Charts usually organize and represent 
numerical or qualitative data, mostly of 
categorical, discrete data. Categories 
being displayed on one axis, the values 
are shown on the other axis. 

 

 
Picture 5: Chart of a Survey Question 

 

Network 

A node-link-diagram is often used as a 
visual representation of the vertices and 
edges of a graph. Vertices are often 
represented by boxes or circles, edges 
normally by using lines or arrows. 
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Picture 6: Picture of a Network Map in the Making 

Pictures, Illustrations 

Although being a decorative way of 
displaying information, illustrations are 
an explanation of a concept, a text or a 
process. 

 
Picture 7: The Situation of a Talk, illustrated 

 
3. Writing Graphically – the Story 
of the Exhibition 

The examples mentioned are visual 
ways of dealing with concepts or 
numbers, so to speak: Numbers or 
concepts become images. The other 
way round poses another kind of 
challenge: how to transform complex, 
multisensory experiences into the 
linearity of a text?  Here, the systematic 
of an exhibition can help: arranging all 
the gathered experiences and data into 
the format of written exhibition helps 
dealing with a network of concepts, 
connections and contexts. Following the 
systematic, the figure of the exhibition 
allows for showing the links within the 
interwoven thematic strands in the form 
of abbreviations and a few more tricks 
of the trade.   

The spatial experience, thus also the 
spatial imagination is an essential 
condition for the thinking and working of 

designers. Practically everything that 
designers deal with takes place and 
happens in spaces, moves and finds 
their place – in actual as well as virtual 
spaces. Furthermore, the 
representation and visualization of 
things in an imaginary space has a long 
tradition as an effective method of 
remembering complex relationships, 
thinking about them, and making them 
comprehensible (e.g. mnemonics). [2]  

All the material – all conducted 
interviews, as well as observations and 
literature – started to form a dense 
network of connections which could be 
grouped into three major thematic 
areas, gradually three possible chapters 
became three rooms. 

 

Picture 8: Depiction of the 3 Rooms 

1. Connections between design and 
implicit knowledge  

2. Tacit knowledge in design practice 

3. Consequences for creative action 

As soon as the text is declared an 
exhibition and the observations were 
allowed to arrange themselves into 
rooms, a possibility to walk back and 
forth between the different thoughts 
emerged. The constraints of a typical 
text are removed: advancing the 
concept, we installed emergency exits 
and shortcuts between the presented 
exhibits without compromising the 
overall orchestration. We discovered 
that the actual challenge had been the 
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attempt to bring a divergent collection of 
thoughts and a diverse research 
process into a linear sequence. 

 
Picture 9: Exploration of the Possibilities within 
the metaphor 

 

 
Picture 10: How will it relate to its Surroundings? 

 

What makes an exhibition? Readers 
easily relate to the silent 
preconceptions of what is typical of an 
exhibition, for example the possibility of 
walking back and forth between the 
different topics.  

As for the map of the exhibition, we 
chose to display the 2D-map in a 3D-
like concept. For displaying the 
shortcuts between the rooms and 
topics, this is what we came up with: 

 
Picture 11: Multidimensional Pathways 

Paths that connect certain sub-themes 
are displayed accordingly. The graphic 
incorporates the fact that you can “read 
between the lines” – some things that 
are part of the exhibition are not 
explicitly talked about. They are only 
implicitly mentioned. So, we chose to 
display also the way how something is 
shown: full dots show that some topic is 
explicitly talked about, empty circles 
allude to the fact that here, the topic is 
not explicitly metioned, but implicitly 
talked about. 

 

4. Mapping the Rooms 
We took the idea of the exhibition to a 
level where we understand the readers 
as visitors rummaging and browsing 
through the rooms.  
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Picture 12a: Mapping the Rooms 

 
Picture 12b: Mapping the Additional Rooms 

 
 
 
 
 

5. Selection and Enthusiasm – 
Positive Side Effects 
The mindset of curiosity and a constant 
state of being amazed throughout the 
research process, helps at numerous 
crucial points during the scientific 
process. In the concept of the 
exhibition, striving for completeness 
becomes less important than showing 
cross-connections and intersections. 
The selection of the exhibits was not 
arbitrary but conscious, based on 
staging and enactment. In contrast to a 
report that is subject to sobriety, an 
exhibition is allowed to want to show 
something. We don’t have to hide the 
fact that we want to catch the 
audience's attention, spark interest and 
– where possible – stir up enthusiasm. 
Why should linearity be a proof for the 
scientific character of a text? In this 
experimental writing, we took the idea 
of the exhibition to a level where we 
understand the readers as visitors and 
encourage them to explore different 
paths throughout the rooms. Every 
visitor brings their own point of view, will 
immerse in their own way, leading to a 
variety of impressions they will take 
away with them. 
[1] Kruse, Otto (2007): Keine Angst vor dem 
leeren Blatt, S. 86 
[2] vgl.: Yates, Frances, A. (2001): Memory 
and Remembering – Mnemonics from 
Aristotle to Shakespeare. 
[3] Graphics: The Invisible Lab, and: 
Lepenik, Christian, in: Egger, Stefanie 
(2022): Stummes Wissen  
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Abstract 

This paper serves as a reflection on a 
series of collaborative art-making 
relationships between me, an artist 
engaged in the creation of the 
geolocative sound walk, Automatic Cities, 
and a selection of generative rules 
systems, some literary (from a just pre-
digital past) and others, born digital and 
computationally intense, with a just-
escaped-from-the-lab pedigree. 

This site-specific audio work engages 
with analog and (deceptively) simple 
generative systems—such as the 
doubled ABRACADABRA organization 
that underlies Italo Calvino’s Invisible 
Cities— for its macro structure, and to 

black box machine learning systems like 
the Generative Pretrained Transformer 2 
(GPT2) and the Vector Quantized 
Generative Adversarial Network Plus 
Contrastive Language-Image Pre-training 
(VQGAN+CLIP) for the finer grain of its 
individual spoken word vignettes and 
their accompanying illustrations. 

While much of this paper reads 
something like a case study, presenting 
(hopefully useful) details of specific 
platforms and approaches encountered 
while planning and making of Automatic 
Cities, broader questions around 
collaborations with machine learning in 
generative art practices and the potential 
roles of constraint- or prohibition-based 
rules systems in art-making contexts are 
also briefly considered. 

Raymond Queneau once famously 
described the Oulipians—of whom 
Calvino is counted as a celebrated 
member—as "rats who construct the 
labyrinth from which they plan to 
escape." This description refers to the 
group’s proclivity for self-imposed “writing 
constraints.” In the process of making 
Automatic Cities, I discovered affinities 
not only between Oulipian methods and 
mazes, but also between Oulipian 
methods and the black boxes of 
contemporary machine learning systems. 

A city where space is imaginary, and time 
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a construction project, discarded without 
remorse or guilt. A City to Remember. 
(GPT-2) 

Background and Description of 
Automatic Cities 
Automatic Cities is a site-specific 
geolocative soundwalk situated in 
Caligari, Sardinia. This digital, network-
distributed audio piece consists of fifty-
five “bubbles” of sound placed in the 
urban landscape through GPS 
coordinates and experienced through an 
application on mobile devices.  

These pockets of sound are arranged in 
a spatial configuration, creating a walking 
path through the actual city that guides 
listeners through soundscapes with 
music and spoken word descriptions and 
recollections of imaginary ones. Machine 
learning-generated visuals shown on 
listeners’ mobile devices complement the 
audio experience. The act of walking the 
path set out by the piece mirrors the 
sequence of Italo Calvino’s 1972 novel, 
Invisible Cities. [1] 

The overall structure of Automatic Cities 
is derived from Calvino’s beautiful 
labyrinth of eleven thematic groups of 
cities arranged in precise configurations 
over nine chapters. Fifty of the sound 
bubbles describe fantastic cities as 
imagined by the computer-mediated 
hallucinations of an AI inference engine 
probed by Calvino’s city categories (“Thin 
Cities,” “Cities and Eyes,” “Cities and the 
Dead,” etc.). The generative aspects of 
the work rely both on this strict Oulipian 
structuring and on a hodgepodge 
collection of digital tools employing 
machine learning, artificial intelligence, 
and algorithmically mediated 
randomness. 

A link to access Automatic Cities is 
available elsewhere in these 
proceedings. 

Digital Tools 
Automatic Cities derives its hallucinatory 
ambiance primarily through its 
construction from heavily curated output 
of machine learning tools. These tools 
ingest vast collections of images and 
text—produced originally for countless 
purposes from unnumbered contexts—
and then may be probed to compute an 
endless shambling procession of 
exquisite corpses. By turns, these 
composite fragments appear uncanny, 
poetic, banal, Byzantine, insulting, 
nonsensical, promotional, or avuncular: 
sometimes, all at once. The texts and 
images that emerge from these 
processes possess the logic of dreams or 
the quality of overhead conversations, 
half-remembered. 

Working with these machine learning 
tools as autonomous systems in their raw 
form is technically daunting. It requires 
both significant domain-specific 
knowledge and strong coding skills. 
Fortunately for the less technical and 
differently specialized among us, many of 
these tools are being wrapped in far 
more accessible interfaces, including 
digital breadcrumbs of varying degrees of 
helpfulness, to guide people interested in 
working with these tools through the 
complex processes required. Below, I will 
introduce some of the interfaces I 
encountered in making Automatic Cities 
for the benefit of others who may be 
interested in working with these strange 
new forms.  

In addition to these deep machine 
learning tools, I used other algorithmic 
tools of varying autonomy to produce 
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Automatic Cities. “Neural” synthetic text-
to-speech voice actors perform the 
spoken word recordings of the city texts. 
Virtual modular synthesizers with both 
native algorithmic sequencer modules 
and external rules-based sequencers 
produce both the ambient sound 
sculptures that punctuate the piece and 
the background music beneath the 
spoken word parts. I will briefly touch on 
each of these systems. 

Finally, it would be a strange not to 
mention the delivery platform (and 
systems upstream) that provides a way 
for listeners to experience the work at all. 

The Text: GPT-2 via the InferKit 
Interface 
The descriptions of the imaginary cities 
are the output of a Generative Pre-
trained Transformer 2 (GPT-2) open-
source artificial intelligence [2]. 
Specifically, I generated these texts in 
collaboration with the web based InferKit 
service [3]. InferKit, a commercial service 
developed by Adam King, employs the 
Megatron_11b [4] language model and 
makes an improved version of the GPT-2 
AI more readily accessible. InferKit 
achieves this both by reducing the 
complexity of working with the AI by 
wrapping the interaction in a simple 
browser-based interface, and by 
performing the inference computation 
server-side—so that the user’s computer 
doesn’t require any software or hardware 
beyond what is required to access the 
web. 

To work with InferKit, one enters a string 
of text into a web form to generate a 
response. There are a few parameters to 
roughly guide the output, including the 
number of characters to generate, 
specific words to try to include, and 

categories of text genres (“any,” “fiction,” 
“news,” “blogs,” “other”). There are also 
two sliders: one which influences how 
often the system will discard unlikely text 
combinations, and one that influences 
how often the system will sample low 
probability text. The first slider, Nucleus 
sampling top p amounts to shaping the 
coherence vs. diversity of the text, and 
the second slider, Sampling temperature, 
modulates the degree of repetition vs. 
sensibility of text choices (this latter slider 
is presented in the interface as 
“creativity.”) 

To generate the city texts, I entered a 
prompt for the AI that included the 
thematic word or phrase for the class of 
city required, such as “In this thin city” or 
“I remember a city.” In terms of settings, I 
chose “Fiction” or “Other” as the text 
category, selected a nucleus sampling p 
setting approaching one, a sampling 
temperature setting of just over one, and 
asked for 250 characters at a time. 
Sometimes, I also added the thematic 
adjective to the “Try to include…” 
parameter. After entry, the AI would then 
respond with between 200-250 
characters which I would evaluate and 
choose to accept or reject. By a wide 
margin, I rejected most output. I was 
seeking texts that embodied a machine 
poetics and leaned towards Calvino’s 
combination of otherworldly and familiar.  

Once a promising first set of characters 
was established, I would continue 
generating new blocks of text, either 
accepting or rejecting the blocks as they 
appeared; these subsequent blocks were 
generally more likely to survive my edits 
since the model looks both back as well 
as forward during inference and when 
looking back included text I had already 
selected.  Trying to stay within the spirit 
of constraint-based writing, this was the 
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only level of editing I allowed myself for 
the text generation. 

Sometimes this method yielded results 
that nodded toward the content of 
Calvino:   

“In that city and port, merchants cater to 
a varied clientele with the sale of daily 
necessities such as wine, bread, candies, 
tobacco, tea, spices, dried fruit and meat, 
and fruits in season such as lemons, 
oranges, pears, figs, plums, strawberries, 
apples, peaches, pomegranates, 
apricots, figs, sour cherries, currants, 
hazelnuts, walnuts and chestnuts.” (GPT-
2) 

“I should now list the wares that can 
profitably be bought here: agate, onyx, 
chrysoprase, and other varieties of 
chalcedony: I should praise the flesh of 
the golden pheasant cooked here over 
fires of seasoned cherry wood and 
sprinkled with much sweet marjoram…” 
[5] 

At others, toward the spirit: 

“In this city, it is said that in the worst 
months of winter, it is possible to walk on 
the ice—thin and flexible—between 
houses. Many of us have walked there, 
never noticing the houses there, our 
minds entirely engrossed in wandering 
the city, relishing the experience of 
walking without shoes on, or the delight 
of finding an out-of-the-way place to sit 
and read, from a book we haven’t heard 
of, read by a writer we haven’t met.” 
(GPT-2) 

And sometimes, a whole, nearly coherent 
narrative would emerge, complete with 
uncanny call-backs and the rhythms of a 
folktale: 

“In this city, it is said that the wind is a 
skillful, mischievous creature and that the 
law favors revenge over forgiveness. It is 
said that in this city, few can say no to 
the mystery of love and the complicated 
art of forgiveness. 

It was the wind that had called to the old 
innkeeper, calling from the same room 
where the wind had offered its tale to me 
many years ago. It was the wind that had 
led him from the room, calling from the 
same room where my mother had 
screamed to see me cry in my bedroom. 
It was the wind that had led him to the 
bell of my doorstep, only for the wind to 
tell him of what he already knew, the 
scent of her flesh and the mark of her 
heart-shaped hand upon his cheek. 

It is the wind that has led him to my front 
door, calling to him from the walls of this 
city, calling him to the place of my bed, 
whispering into his ear about the fallen 
woman he had once loved and lost, the 
woman who had broken his heart and left 
him empty. 

It is the wind that has led him to my door, 
calling to him from the walls of this city, 
calling him to my bed, whispering into his 
ear that the scent of his woman’s skin 
and her heart-shaped hand would once 
again fill his thoughts, whispering to him 
of the love he once held for her and of 
the love he now held for me. 

And it is the wind that has summoned 
him into my room, whispering into his ear 
that she is waiting for him in my room, 
calling to him from the walls of this city, 
calling him to his love, calling him to his 
woman, calling him to his dark and 
sinister love. 

It is the wind that has called him to me, 
calling from the walls of this city, calling 
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to me from the shadows of my room, 
calling me to my dark and sinister love. It 
is the wind that has told me that I am 
meant for him and that I will not return his 
love, calling me to a past that cannot be 
recalled, calling me to a future that 
cannot be measured, calling me to a 
secret that has been kept from me, 
calling me to a dark and haunted love 
that no one else knows. 

I will not return his love, I will not return 
his love, I will not return his love. I will not 
return his…” (GPT-2) 

In this latter run, the algorithm got caught 
in a loop at the end and would only 
repeat the last sentence (with small 
variations in punctuation) over and over, 
no matter how many times I generated 
more text. 

The Images: GANs 
I next worked with a set of Generative 
Adversarial Networks (GANs) to create 
the images that illustrate Automatic 
Cities, most frequently collaborating with 
a so-called VQGAN + CLIP system [6]. 
This method refers to a Vector Quantized 
Generative Adversarial Network paired 
with a Contrastive Image-Language 
Pretraining network working together to 
create synthetic images from text 
prompts. A Real-ESRGAN (Enhanced 
Super Resolution Generative Adversarial 
Network) [7] inference system then 
enlarges and enhances the raw images.  

 

Figure 1: GAN image “In that city, the 
dead only sing in their sleep and hear 
nothing…” 

I do not begin to understand the inner 
workings of these densely acronymed 
approaches. Of course, there are 
technical papers available for the curious 
[8]. At a high level, though, the VQGAN 
portion of the system iteratively 
generates images that may relate to the 
prompt text, and the CLIP portion acts as 
a judge to decide how closely the images 
relate to the text. In this way, a single 
process serves as both a Generate and 
Curate verb as laid out in “The Machines 
Wave Back.” [9] After initial image 
generation, Real-ESRGAN upscales the 
image with a second Generative 
Adversarial Network. Fortunately, just as 
in the case of the text transformers, 
people have wrapped these complex 
processes into (relatively) easy-to-use 
interfaces.  

For both VQGAN + CLIP and Real-
ESRGAN, these simplified interfaces 
take the form of Google Colab Notebooks 
that abstract the complex processes into 
bite-sized, usually annotated, steps that 
are run sequentially in a web browser. 
Katherine Crowson [10] pioneered this 
approach and is largely responsible for 
popularizing the use of GANs in 
generative art contexts. The Colab 
Notebooks featuring GANs require 
Graphic Processing Units (GPUs) on 

XXIV Generative Art Conference - GA2021XXIV Generative Art Conference - GA2021

page 137



Google’s servers. This means that unless 
you are a paying subscriber to the 
service, access to the GPUs on the 
servers may be sporadic, and disk space 
and memory availability will be rationed. 

My process for AI image generation for 
Automatic Cities was to prompt the GAN 
with evocative words and phrases from 
the GPT-2 city text, choose a seed 
number (to set random number 
generation to a repeatable sequence in 
case of interruption), set the iterations 
around 400, and set the image interval to 
20 or 30. An image interval value lower 
than the default makes it easier to 
monitor early developments. Just as in 
the GPT-2 text generation, I canceled a 
majority of GAN runs early in the process 
because they were developing 
uninteresting visual compositions or had 
gone off in an inappropriate or 
unrecognizable direction. 

One strange quirk of GAN processes is 
that since the training images somehow 
include their original context, the 
introduction of adjectives and descriptive 
phrases to the input may radically alter 
the graphic presentation of the output. 
Adding text to the prompt like “bokeh,” 
“8K,” “Unreal Engine,” or “by Thomas 
Kincaid” will usually nudge (and 
sometimes shove!) the output image 
toward a look that respectively includes 
depth of field, intricate details, global 
illumination, or bright pastel colors and 
brushstrokes. 

The Voices: AWS Polly 
Synthetic voice actors from Amazon Web 
Services text-to-speech service, Polly 
[11], perform the spoken word 
component of Automatic Cities. Polly is 
yet another browser-based service with a 
simplified interface, but there is also a 

command-line interface for advanced 
users. Polly is a commercial service but 
can be cost-free for low-volume use in 
the first year. 

Although AWS is a multinational 
corporation, its US roots are evident in 
the representation of the available voices’ 
languages and regions. In the higher 
quality “neural” voice category, US 
English has nine voices (five female and 
four male) and UK English has three (two 
female and one male). Most other 
languages and regions have only one 
neural voice or none at all.  

The synthesis quality of the neural voices 
is dramatically superior to the standard 
ones, but the gain in “naturalness” comes 
at the expense of control. While standard 
voices have full support for SSML tags 
(Speech Synthesis Markup Language)—
which are used to shape emphasis, 
breath, intonation, and other parameters 
of speech—the neural voices support 
only a small subset of SSML. In 
Automatic Cities, I chose the neural 
voices for their superior quality and 
accepted the narrowing of options for 
control. For consistency, each category 
of city has its own synthetic voice actor, 
which exhausts all but one (sorry, 
Kendra!) of the US and UK English 
neural voices.  

One SSML parameter that is supported 
by the neural voices is dynamic range 
compression. By employing the syntax 
<amazon:effect name="drc"> in the 
console, the middle frequencies of the 
spoken output are boosted. This type of 
audio compression potentially makes the 
voice more intelligible in noisy 
environments. [12] Owing to the urban 
setting of Automatic Cities I employed 
this parameter extensively in production. 
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The Music: VCV Rack + 
Monome Norns 
I composed the ambient audio interludes 
that occur between “chapters” of 
Automatic Cities and the background 
music for the city descriptions with a 
collection of generative sequencers, 
some native to VCV Rack (a virtual 
modular synthesis system) [13] and 
some situated outside VCV Rack within 
monome’s hardware and software 
ecosystem known as NORNS [14]. 

The Eurorack modular synthesis 
standard is an amazingly flexible sound 
and music generation standard 
pioneered by Doepfer Musikelektronic in 
1996 [15]. This new de facto standard 
atomized the monolithic analog 
synthesizers of Moog and Buchla into 
discrete physical units such as 
oscillators, amplifiers, filters, and 
sequencers, all sharing a uniform vertical 
form factor, a standard signal type, and 
uniform connections via 3.5mm patch 
cords.  

In the late 90s, many companies adopted 
the standard and began manufacturing 
Eurorack-compatible modules resulting in 
a Cambrian-like explosion of diverse 
forms that, after a brief decline, once 
again accelerates. 

VCV-Rack is a free and open-source 
virtual simulation (and in the case of 
some modules, emulation) [16] of a 
complete Eurorack system with nearly 
3000 modules—most open-source—
currently available.  

This software clears one of the highest 
hurdles for academic and artistic access 
to modular synthesis: cost. The platform 
itself is free, most modules are free or 
low-cost, and having multiple instances 

of a module in a single rack incurs no 
additional costs.  
Within VCV Rack, there are many 
generative sequencing and routing 
modules with varying levels of autonomy: 
some are powered by Euclidean division 
[17], Markov chains [18], physical 
modeling [19], and other relatively 
sophisticated algorithms, while others 
use low-level logic such as comparators 
[20], or simple probabilistic methods like 
Bernoulli gates [21]. I “wired” these types 
of modules together with virtual voltage-
controlled oscillators and effects within 
VCV Rack to compose generative, self-
playing “patches” from which I recorded 
excerpts for the ambient audio of 
Automatic Cities. 

 

Figure 2: 3 VCV Rack Modules 

In addition to the internal sequencers in 
VCV Rack, I also employed various 
scripts running on a NORNS shield 
externally, especially 100 Rabbits’ 
“esoteric programming language,” ORCA 
[22]. I find that the spatial, numerical and 
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conceptual constraints this tool offers are 
a close match for Oulipian maze-building.   

The audio pieces increase in complexity 
from the beginning to the middle of the 
walk—as the diversity of city types per 
chapter waxes—and then become less 
complex from the middle to the end as 
the number of different city types per 
chapter wanes. 

The Platform: ECHOES.xyz 
ECHOES [23], located in the City of 
Bristol in the UK, hosts the sound and 
image files for Automatic Cities. The 
web- and mobile app-based platform 
provides a browser-based interface to 
author geolocated sound work and a 
mobile app for listeners to experience the 
work. This is the “distribution” arm of the 
starfish [24]. 

The Black Box 
The most sophisticated of the generative 
systems surveyed here, such as the 
GANs and GPTs, posses many of the 
benefits and pitfalls endemic to a 
relationship with highly autonomous art-
making systems. On the positive side, 
these rules systems provide a 
tremendous extension in pace and scale 
for exploration, and they excel at 
presenting surprising outcomes. 

I feel there may be some affinity between 
these machine learning algorithms and 
the pre-digital Burroughs and Gysin 
cutups—the ability, with algorithmic 
temperatures set high enough, to throw 
off the word-locks and the word-image-
locks that Burroughs railed against as 
instruments of Control [25]. Although, 
paradoxically, these methods are only 
possible due to a massive digital 
surveillance program and some of the 

tools are provided by the agents of 
Control themselves. 

Because of their relative opacity, these 
machine learning systems are not 
especially useful as parameter-driven 
sketches for testing alternatives through 
iteration. Small adjustments to inputs can 
cause wild swings in output, and, 
especially in the case of GANs, the 
processing time is on a scale that does 
not permit a flow state to develop 
between system and artist.  

On an even less positive note, working 
with these highly autonomous generative 
systems can be a serious distraction, and 
unless an artist has a strong vision and is 
willing to curate ruthlessly toward it, she 
runs the risk of being side-tracked by the 
novel—and often beguiling—output. 

Finally, there is a particularly insidious 
aspect to these ever-larger machine 
learning inference engines. The training 
of a model for their use is an enormously 
energy-hungry process. Rob Toews, writ-
ing in Forbes magazine, cites a 2019 
study from the University of Massachu-
setts, Amherst by Emma Strubell that es-
timates the computation required to train 
a GPT-2 class model could potentially 
generate up to 626,155 pounds (about 
284,000 kg) of CO2 emissions—roughly 
equal to the total lifetime carbon footprint 
of five cars [26]. Granted, there is a much 
lower energy expenditure implicated in 
using (as opposed to training) these sys-
tems, but as Toews points out, the size of 
the training models grows exponentially 
with each new generation of the system 
making future energy consumption an 
issue worthy of consideration.  
 

The Labyrinth 
If relationships with complex machine 
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learning tools represent an avenue of 
option-expanding collaboration, what of 
taking on a set of self-imposed 
constraints? 

As mentioned previously, Italo Calvino 
was a member of the Oulipo (Ouvroir de 
littérature potentielle), a primarily 
Francophone group of writers and 
mathematicians. The workshop was (and 
very much still is!) interested in self-
imposed “constrained writing” as method 
to spur creativity. As is often observed, 
this impulse seems in keeping with Igor 
Stravinsky when he wrote: “The more 
constraints one imposes, the more one 
frees oneself of the chains that shackle 
the spirit…the arbitrariness of the 
constraint only serves to obtain precision 
of execution” [27] 

Some of these Oulipian writing 
constraints are strongly algorithmic in 
nature—even if they do not involve digital 
computers—and appear more like post-
processing filters than a priori 
constraints. The S+7 method [28], for 
example, involves the replacement of 
each noun in a text with the noun 
appearing seven places after it in a 
specific dictionary. This process seems 
less a labyrinth [29] and closer to the 
previously discussed black box. 

Other of the group’s constraints are 
simple prohibitions, perhaps the most 
notorious of which is disallowing the 
writer the use of the letter “e.” This style 
of constraint as a rule system is arguably 
not generative but it is the very image of 
the labyrinth—which must be overcome 
through application of skill and effort. 

Situated somewhere in the middle, 
between black box and maze, is, I 
believe, Calvino’s structural constraint 
from Invisible Cities, regulating the 

categories of cities per chapter, like a 
doubled amulet of ABRACADABRA:  

A 
ABR 

ABRA 
ABRAC 

ABRACA 
ABRACAD 

ABRACADA 
ABRACADAB 

ABRACADABR 
ABRACADABRA 
ABRACADABRA 
ABRACADABR 
ABRACADAB 
ABRACADA 
ABRACAD 
ABRACA 
ABRAC 
ABRA 
ABR 

A 

This style of constraint is something like 
a sine wave or lunar cycle. Though 
neither particularly generative nor 
prohibitive, it points in two directions and 
provides a kind of scaffolding (or 
playfield) to act as a container for the 
ongoing game. 
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