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Art therapy has been proven to improve the quality of life in cases at nursing homes and suffering from 
dementia. It allows to improve the capacity of the senses and improves the independence of the patients [1]. 
Better still, in the absence of a cure in the foreseeable future for dementia patients, art therapy has been proven 
to be a tool to evaluate and improve communication with the patients [2]. For example, in [3,4] the authors 
made an application to use mandala drawings as a tool to measure the severity of psychological disorder. Art 
therapy has been proven useful for patients suffering from Alzheimer disease. Improving the mood of both 
patients and caregivers [5]. There are several associations working along the subject, in France ARTZ[6].  
 
Using the available web resources, such as WebGL and cloud resources we want to create a web-based service 
capable of giving interactivity and functioning for art therapy. To achieve this goal we want to make an 
interactive interface where the subject can "play" with a series of video sequences as an interactive movie. The 
particles are moved by the subject at will. Similar interfaces exist for children with motor and mental 
disadvantages as the ones sold by AZ toyz[7].  
 
This application was created from the idea of trying to imitate how human beings draw [8]. The basic idea is we 
take a video sequence, separate the frames (into images) and then, convert each frame into particles that can be 
manipulated. The particles are actually lines with an initial point, and ending point arranged to give the 
impression of reproducing the original image. Similar work can be seen in the project ArtiE-Fract[9,10].  
 

 

 
Why is it important to try to approximate computer graphics to emulate hand-made drawings? As mentioned in 
[11]; with great rendered computer graphics we expect perfection. Whereas  from simple drawings we 
communicate easier abstract ideas. In this work we want to mimic how humans draw. For example, if we take 
into consideration the following hand-made drawing (Fig. 2)  we can see this drawing is made from a series of 
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The problem we face is how to create the series of particles. For this purpose, we used random search by 
creating a series of images with a line in a random position, and compare it to the original to see if it was closer 
to the image we want to reproduce. This approach takes a lot of time, therefore we went to more complicated 
techniques using genetic algorithms to look for the position of the particles.  
 
To implement the GA techniques we use the library EASEA. EASEA (EAsy Specification of Evolutionary 
Algorithms) is an Artificial Evolution platform that allows to implement evolutionary algorithms and to exploit 
the massive parallelism of many-core architectures in order to optimize real-world problems (continous, 
discrete, combinatorial, mixed and more (with Genetic Programming)) [15-18]. 
 

 
For our research we tested 2 different methodologies of treating an image. In both applications we treated the 
image to only have black and white. In Fig. 5 we have the original image and in Fig. 6 the high contrast in black 
and white version to apply the algorithms. The first rule is to  extract an outline; we do this by making an 
analysis of the contrast between each colour. If the pixel colour is very different to the subsequent colour, then 
we consider it a black pixel, in the other case a white pixel. This idea comes from the drawing technique, when 
we wish to extract the forms of an image or a real life. 
 
Considering the difference in colours for the construction of images by contrast is not something new, and does 
not requires a complex algorithm. Next, we transform the image into 3 matrixes of the size of the image.  
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The matrixes are for the Red, Green and Blue (RGB) value. Each matrix value is the value of the pixel in that 
position for the RGB component. The posible values vary from 0 to 255. For the case of black and white we 
will have that all of the matrixes are the same, and we will only have two possible options, for the [x,y] pixel we 
will have: 
 
Black R[x,y],G[x,y], B[x,y]=0, 
 
White R[x,y],G[x,y], B[x,y]=255. 
 
In the firt approach we create a line with a fixed length (5 pixels) and a random position and random angle. To 
make the line we use the Bresenham algorithm as implemented in [19]. We use this algorithm because it uses 
integer matrix for the representation of the image which makes it easier to translate it to several languages and 
plataforms. 
 
We create 100 images with different lines and compare them to the original image. For the first run the best 
image becomes the temporal image. To compare it to the original image we use the following cost function: 
 

  (1) 
 
where  

 
 
If any of the 100 images has a lower cost than the temporal image, then we have a new temporal image.We 
repeat this procedure several times. For example for the Fig. 6 we will have the following creation of particles. 
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822,565,827,564, 
817,565,822,566, 
976,592,971,594, 
991,578,992,583, 
986,571,981,571, 
1036,612,1037,617, 
1018,611,1013,610, 
.... 
 
giving the beginning and ending point of each line. 
 

 
The tests show that creating the particle system for an image depends on the available resources and for each 
frame step can take several hours. With a computer with Intel(R) Core(TM) i7-2860QM CPU @ 2.50Hz and 
8.00 (RAM) the construction time is around 8 hours. The time varies depending on the image.  
 
To display the particles in a web based interface or an application is not computationally costly. The 
computational cost is in transforming a full video sequence into a series of particles. For example a 3 minute 
sequence with 30 fps (frames per second) will take around 43,200 computational hours. 
 
To speed-up our algorithms we are going to add more non-linear constraints to the creation of particles; for 
example identification of 2d geometric primitves as in [20]. The next step is to start making some tests with 
individuals to see the application as art therapy which is our main objective. 
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